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Binary Diffusion Coefficients of Acetone in Carbon
Dioxide at 308.2 and 313.2 K in the Pressure
Range from 7.9 to 40 MPa

T. Funazukuri,1, 3 C. Y. Kong,2 and S. Kagei2

Received August 30, 1999

Binary diffusion coefficients of acetone in carbon dioxide were measured by the
Taylor dispersion method at 308.2 K and 7.9 to 40 MPa and at 313.2 K and 8.0
to 37 MPa. The D12 values obtained from the response curves by the method of
fitting in the time domain were more accurate than those obtained by the
moment method. At pressures lower than about 8.3 MPa at 308.2 K or 9.1 MPa
at 313.2 K, the accuracy in the D12 values was found to decrease significantly
with decreasing pressure by examining (peak area)_ua, cal , the values of S10 , the
fitting error =, and ua, cal �ua, exp as a function of pressure. The D12 values at
pressures higher than 8.3 MPa at 308.2 K or 9.1 MPa at 313.2 K were well
represented with the Schmidt number correlation. The D12 data with larger
fitting errors (=>0.01) showed larger deviations from the values predicted by
this correlation.

KEY WORDS: acetone; binary diffusion coefficient; carbon dioxide; Schmidt
number correlation; supercritical; Taylor dispersion method.

1. INTRODUCTION

Binary diffusion coefficients D12 in supercritical fluids are important for the
design of reactors. While a number of measurements [1�38] have been
made in supercritical carbon dioxide, they are not sufficient to predict
D12 values for various solute and supercritical solvent systems over a wide
range of temperature and pressure.
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Most of the D12 measurements, excluding some studies [1�3, 7�9, 13,
31, 36, 38], were made by the Taylor dispersion method. Although this
method was claimed to be moderately accurate (accuracy of ca. 10 by
Wakeham et al. [39]), Levelt Sengers et al. [27] pointed out that it was
not adequate to employ this method for measurements in the near-critical
region. They evaluated the reliability with the skewness obtained from the
third moment of the response curve.

Some studies [12, 16, 18, 21, 26, 32, 33, 35, 40] employed the curve-
fitting method in the Taylor dispersion, instead of the moment method
commonly used. However, the accuracy or reliability in the D12 data
measured in the Taylor dispersion with the moment method has not been
sufficiently evaluated in most studies. Moreover, the moment method leads
to erroneous D12 values and does not give reliable information when the
response peak is distorted or tailing [41]. In other words, the pressure
effect on the accuracy of the D12 values should be examined because the
distortion varies with pressure. The curve-fitting method, however, can be
used to examine the reproducibility of the response curves for the D12

values determined. In this study, we measure the D12 of acetone in carbon
dioxide over a wide pressure range by the Taylor dispersion method and
examine the accuracy of the D12 values in terms of (a) detector linearity in
terms of the relationship between the injected amount of acetone and the
product of peak area and the velocity ua , (b) the value of S10 , defined as
the ratio of the rear half-peak width to the frontal value at 100 peak
height, (c) the fitting error, (d) the ratio of the velocity obtained by curve
fitting to that measured experimentally, and (e) the effect of the wavelength
on the D12 values. By examining these effects, the relationship between the
reliability in D12 data and pressure is more clearly understood. The predic-
tion of D12 values is also presented.

2. THEORY

When a tracer species is loaded as a delta shot to a fully developed
laminar flow moving in a circular cross-sectional tubing, the tracer concen-
tration is described in Eq. (1), from Taylor [42] and Aris [43]:

D12
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where D12 is the binary diffusion coefficient of the tracer species, R is the
tubing radius, ua is the average velocity, t is time, and r and z are radial
and axial distances, respectively. The initial and boundary conditions are
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c=
m

?R2 $(z) at t=0 (2)
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c=0 at z=\� (4)

where m is the injected amount of the tracer species. By defining the
average concentration per cross-sectional area of tubing given by

C=
2

R2 |
R

0
cr dr (5)

Eq. (1) can approximately reduce to Eq. (6):
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where

K=D12+
u2

aR2

48D12

(7)

and Ca is the average concentration per cross-sectional area of tubing
which satisfies Eq. (6). Note that Ca is not equal to C; the validity of
the approximation of Eq. (6) is examined later. The initial and boundary
conditions lead to

Ca=
m

?R2 $(z) at t=0 (8)

and

Ca=0 at z=\� (9)

The solution of Eqs. (6)�(9) is given by Eq. (10):

Ca=
m

?R2(4?Kt)1�2 exp _&
(z&ua t)2

4Kt & (10)
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In this study the D12 value is obtained by the method of curve fitting in the
time domain (FTD) so that the root-mean-square error = defined by Eq. (11)
is minimized:

==\
�t2

t1
(Ca, exp(t)&Ca, cal(t))2 dt

�t2
t1

(Ca, exp(t))2 dt +
1�2

(11)

where a fitting period between t1 and t2 was chosen so that the measured
response curve at higher than 100 peak height is compared with that
calculated.

3. EXPERIMENT

A schematic diagram of the experimental apparatus is shown in Fig. 1.
The experimental apparatus consists of a syringe pump (Model 100DX,
ISCO), a tube for the calming section (0.817-mm I.D._5 m long), a sample
injector (Reodyne 7520), a stainless-steel diffusion column (0.817 mm_
35.00 m, coiled diameter of 250 mm), a multi-UV detector (Multi 320;
JASCO, Japan), a back pressure regulator (Model 880-81; JASCO), and a
temperature-controlled water bath.

Carbon dioxide (analyzed, its purity higher than 99.99500, water<
40 ppm; Showa Tansan Co., Japan) was filled into the pump cylinder,
whose temperature was maintained at the same value as that of the diffu-
sion column by using the constant-temperature water. The carbon dioxide
was fed by the syringe pump at a flow rate from 130 to 265 + l } min&1 to
the diffusion column via the tubing for calming and the injector. The CO2

flow velocity was measured by a soap-bubble flow meter after reduction to
atmospheric pressure and was also estimated from the measured response
curve. The diameter of the diffusion column was 0.817\0.001 mm,
obtained from a mean of the diameters of the two ends, as measured by an

Fig. 1. Schematic diagram of the experimental apparatus.
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X-ray microanalyzer (Model JXA; JEOL, Japan). The tubing for calming,
the injector, and the diffusion column were immersed to almost the same
level in the water bath, while the diffusion column was placed horizontally.

A tracer species of liquid acetone (special grade; Junsei Co., Japan)
was loaded via the injector to the diffusion column. The amount of the
tracer was approximately 0.5 + l. The time change of the tracer concentra-
tion as a response signal was obtained at the exit of the diffusion column
with the UV detector, by scanning over wavelengths from 195 to 350 nm.
The absorbance data of the responses were recorded with a computer for
wavelengths from 195 to 350 nm at increments of 5 nm, corresponding to
time intervals of 0.4 to 1.6 s. The temperature of the diffusion column was
measured with a calibrated thermometer placed in the vicinity of the
column. The temperature fluctuation was less than \0.01 K.

The pressure of the system was regulated by the back pressure con-
troller, which is capable of controlling the pressure with a high-frequency
open�shut valve operated electromagnetically. A stainless-steel tube packed
with fine powder was placed upstream at this pressure controller to further
stabilize the pressure. The pressure of the system was measured with the
Heise gauge placed just upstream at the injector and with a pressure sensor
(CAP-BP01; JEOL) placed just upstream at the packed column. The
pressure sensor was calibrated with the two Heise gauges (with ranges up
to 10 and 50 MPa). The pressure drop for the diffusion column was less
than 0.01 MPa, and that for the packed column was 2 to 5 MPa. The tem-
perature and pressure of carbon dioxide were nearly constant from the
cylinder of the syringe pump to the detector, and the pressurized carbon
dioxide in the entire lines was kept under supercritical conditions.

4. RESULTS AND DISCUSSION

4.1. Examination of the Validity of the Approximation by Eq. (6)

As the same for most studies, Eq. (1) can be assumed to reduce to
Eq. (6). The validity of this assumption is examined with the data shown
in Fig. 4, which is described later. The second-order central moment C (2)

for the equation in the z space as derived by Aris [43] is

C (2)=|
+�

&�
(z&ua t)2 C dz<\ m

?R2+
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(12)
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where *n is the n th root for the first-order Bessel function given by

J1(*n)=0 (13)

The second-order central moment of Ca is

C (2)
a =|

+�

&�
(z&uat)2 Ca dz<\ m

?R2+=2Kt (14)

Since the first term on the right-hand side of Eq. (12) coincides with
Eq. (14), the errors for Eqs. (12) and (14) are equal to the second term in
Eq. (12). When D12=1.723_10&8 m2 } s&1 and ua=7.333_10&3 m } s&1,
error1 obtained for t=75 to 81 min is

error1= }C
(2)&C (2)

a

C (2) }=1.43_10&4 to 1.33_10&4 (15)

In comparison, the error for the second-order central moment is defined by

error2= } �
+�
0 (z&ua t)2 Ca, exp dt&�+�

0 (z&ua t)2 Ca, cal dt
�+�

0 (z&ua t)2 Ca, exp dt } (16)

The error2 becomes 0.019 in this case. It is found that the order of error1

is 10&4 to 10&5, while that of error2 is 10&2 to 10&3 under the present
measurement conditions. Thus, the approximation can be verified because
the fitting error is much larger than the approximation error for Eq. (6).

4.2. Pressure Fluctuation

In the near-critical region, the derivative d\�dP is large; thus, it is
essential to maintain stable laminar flow without pressure fluctuations
during the measurements. It is found that the pressure in the column is so
stable that the fluctuation is within \2 kPa at pressure noise frequencies
of about 1 to 3 Hz over the entire pressure range. The relative pressure
fluctuation or the relevant density fluctuation decreased with increasing
pressure. Levelt Sengers et al. [27] mentioned difficulty in measuring D12

by the Taylor dispersion method in the near-critical region. They estimated
that their pressure fluctuation was \0.01 MPa at 308 K. If the pressure
fluctuation is \2 kPa at 308.2 K and 7.94 MPa, the density fluctuation is
\1.0 kg } m&3 for the current study.
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4.3. Effect of Secondary Flow Caused by the Coiling Diffusion Tube

As described in previous studies [6, 44], the effect of secondary flow
on D12 values caused by the coiling diffusion tube is evaluated by the
criterion, DeSc1�2<Q. When Q is 8, the error is estimated to be 10 [44].
In this study the values of DeSc1�2 were always lower than 8. Thus, the
effect is negligible.

4.4. Detector Linearity with Respect to Peak Area

Figure 2a shows the values of (peak area)_ua, cal vs pressure at 308.2
and 313.2 K in the pressure range from 7.9 to 40 MPa. Since the values are
proportional to the tracer amount injected, the values should be constant
independent of pressure. As shown, the values are constant at pressures
above 20 MPa for both temperatures and decrease slightly with decreasing
pressure up to 10 MPa. At pressures lower than 10 MPa, the values drop
sharply with decreasing pressure, show minimum values at about 8.8 MPa,
and then increase with decreasing pressure. The values for some runs,
however, do not decrease in the pressure range even from 8.8 to 10 MPa,
and the values show large deviations (5 to 300) in this region. Note that

Fig. 2. Effects of pressure on measurement accuracy for the FTD method: (a) peak
area_ua, cal , (b) S10 , (c) fitting error =, together with = for the moment method at
308.2 K (_), and (d) velocity ratio of ua, cal �ua, exp , at 308.2 K (m) and 313.2 K (q).
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the deviation in the plot of the values of (peak area)_ua, cal vs pressure was
not correlated with the fitting error at pressures lower than 10 MPa.

4.5. Peak Distortion

Figure 2b shows the effect of pressure on the value of S10 , defined as
the ratio of the latter half-peak width to the frontal value at 100 of the
peak height, as used previously [6]. In the region where the initial effect
can be eliminated, namely, when a sufficiently long column is employed as
in the present study, the response curve is expressed by the Gaussian dis-
tribution function. This is almost symmetrical, and the S10 value is nearly
unity. Note that the response curve is not symmetrical theoretically; see
Eq. (10). When the S10 value deviates from unity, Lauer et al. [6] claimed
that adsorption of the tracer species onto the inside wall of the column
might take place. The value is almost unity at pressures higher than
10 MPa at both temperatures, but the values for some data show devia-
tions at pressures lower than 10 MPa. The reason for the deviation is not
clear, but this is consistent with the observation by Levelt Sengers et al.
[27] as the critical pressure is approached from higher pressures.

4.6. Fitting Error

Figure 2c compares fitting errors = for the FTD at 308.2 and 313.2 K
with those for the moment methods at 308.2 K, at pressures from 7.9 to
40 MPa. The errors for the FTD method are found to be much lower than
those for the moment method, while the errors for both methods abruptly
increase with decreasing pressure at pressures lower than about 10 MPa.
The increases correspond to the deviations for the values of (peak area)_
ua, cal and S10 . The maximum fitting error = for the FTD method was 3.00

at 308.2 K and 8.06 MPa and, correspondingly, 20.10 for the moment
method. It is found that at pressures higher than 8.3 MPa at 308.2 K, the
average fitting error for the FTD method is 0.520 for 63 data points, while
it is 3.190 for the moment method.

4.7. Velocity Deviation

Figure 2d shows the ratio of the velocity obtained by curve fitting to
that measured with a soap-bubble flow meter at the very end of the system
at atmospheric pressure. It is found that the ratio is slightly larger than
unity, by 1.5 to 30, at pressures higher than 10 MPa. This could be caused
by the experimental error and�or the resistance of soap film. However, the
values drop sharply with decreasing pressure at lower pressures. This
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behavior is consistent with the observations shown in Fig. 2a�c. The dis-
tinct anomaly in these values at pressures lower than 10 MPa is caused
mainly by the asymmetric response curve. Note that the deviations of the
values of (peak area)_ua, cal , S10 , fitting error, and ua, cal �ua, exp were found
to be largely uncorrelated at pressures lower than 10 MPa. It can be con-
sidered that the deviations do not result from experimental error but from
the characteristic behavior in the near-critical region.

4.8. Effect of Absorption Wavelength

Figure 3 shows the effects of absorption wavelength on (a) absorbance
intensities at maximum peak height of the response curve, (b) the root-
mean-square fitting error = defined by Eq. (11), and (c) determined D12

Fig. 3. Effects of wavelength on (a)
absorbance spectra at the maximum peak
height, (b) fitting error = defined by
Eq. (11), and (c) D12 , at 308.2 K and
pressures of 10.40 MPa (M), 22.17 MPa
(q), and 34.42 MPa (h) with 0.5 + l
acetone injected.
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values, at 308.2 K and three pressures, 10.40, 22.17, and 34.42 MPa. The
response curves were obtained at wavelengths from 195 to 350 nm at
increments of 5 nm for each measurement, and the D12 values were deter-
mined for each wavelength. It is found that the absorbance intensities show
maxima at about 275 nm for the measurements at the three pressures
except for too strong intensities at 195 to 210 nm. Correspondingly, the
fitting errors showed minimum values at about 250 to 310 nm, and the
determined D12 values were almost-constant, independent of wavelength
from 250 to 310 nm. In this study the D12 values were determined from the
response curves measured at 265 nm.

4.9. Parameter Sensitivity

Figure 4a shows the response curves calculated by the FTD method
for the best fit, and by the moment method, together with that measured
experimentally at 308.2 K and 10.40 MPa. Figure 4b shows comparisons of
the deviations from the measured absorbance values for both methods for

Fig. 4. Comparison between the FTD
method and the moment method at
308.2 K and 10.40 MPa; (a) response
curves observed experimentally (v) and
calculated (����, FTD; � } � } �, moment)
and (b) deviations of calculated values
from measured results.
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the data shown in Fig. 4a. The deviation for the FTD method is found to
be quite low over the complete time range of the response curve.

Figure 5 shows the fitting error contour map for the data at 308.2 K
and 10.40 MPa shown in Fig. 4. In the FTD method, the two values of D12

and ua are assumed to be adjustable parameters. This figure implies that all
data sets of D12 and ua having the same value of fitting error lead to the
same accuracy in the value of D12 determined. It is found that the D12

value is D12=1.723_10&8 m2 } s&1 at the lowest fitting error = of 0.0033 by
the FTD method. Figure 5 shows the effective ranges of velocity ua from
7.3317_10&3 to 7.3335_10&3 m } s&1 if the fitting error is less than 0.01.
The values of D12 and ua obtained by the moment method are 1.753_10&8

m2 } s&1 and 7.3312_10&3 m } s&1, respectively. The corresponding fitting
error is 0.015, denoted by the symbol _ in the figure. Thus, the D12 value
by the moment method deviates from that for the best fit.

4.10. D12 Values

Data of D12 measured at 308.2 and 313.2 K are listed together with the
fitting error = in Tables I and II. Figure 6 also shows data of D12 measured
vs pressure at both temperatures in the pressure range from 7.9 to 40 MPa,
together with literature D12 values at about 308 and 313 K, which were all
measured by the Taylor dispersion method. It is found that the D12 values
decrease simply with increasing pressure. The data of Nishiumi et al. [34]
at 314.3 K shift toward lower D12 values, and those of Dahmen et al. [14]

Fig. 5. Error contour map for D12 vs
interstitial velocity ua at 308.2 K and
10.40 MPa: +, best fit for the FTD method
with ==0.0033, ua=7.3325_10&3 m } s&1,
and D12=1.723_10&8 m2 } s&1; _, moment
method with ==0.015, ua=7.3312_10&3

m } s&1, and D12=1.753_10&8 m2 } s&1.
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Fig. 6. Binary diffusion coefficients
obtained by the FTD method vs pressure
at 308.2 K (m) and 313.2 K (q), together
with literature data at about 308 and
313 K.

at 313.2 K are higher. The data of Sassiat et al. [10] at 313.2 K at lower
pressures are consistent with the present data.

4.11. Schmidt Number Correlation

Funazukuri and Wakao [26] proposed the Schmidt number correla-
tion for predicting binary diffusion coefficients as well as self-diffusion coef-
ficients from low to high pressure regions as follows:

Sc+=
Sc

Sc*
=1+exp _ :

5

i=0

ai \v0

v +
i

& (17)

where

Sc*=
5
6 _

_1+_2

2_2 &
2

_ 2M1

M1+M2&
1�2

for binary diffusion

and

Sc*= 5
6 for self-diffusion

The coefficients ai are listed in Table III, and Sc and Sc* are Schmidt num-
bers at high pressure and at atmospheric pressure at the same temperature,
respectively; v is the molar volume of the solvent; v0 is the hard-sphere
closest-packed volume of solvent molecules; and _1 and _2 are hard-sphere
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Table III. Correlationa of Schmidt Number with
Solvent Molar Volume [26]

i ai

0 &4.92519817
1 5.45529385_101

2 &2.45231443_102

3 6.07893924_102

4 &7.08884016_102

5 3.29611433_102

a Sc+=1+exp[�5
i=0 ai (v0 �v)i], where v0=N_3�- 2,

N is Avogadro's number, and _ is the effective
hard-sphere diameter.

diameters for the solute and solvent, respectively. The _2 value is obtained
from the v0 correlation with temperature [21]. When the _1 value is not
available, the following assumption is made:

_1

_2

=
_vw, 1

_vw, 2

(18)

where _vw, 1 and _vw, 2 are van der Waals diameters of solute and solvent
molecules, respectively, obtained from the method of Bondi [45].

Figure 7 shows the plot for the Schmidt number correlation for the
D12 data measured in this study. Note that the Schmidt number correlation
does not have any specific adjustable parameters for the solute. It is found
that the present D12 data having low fitting errors (=<0.01 for open sym-
bols) are well represented by the correlation at both temperatures in the
wide pressure range (from 8.3 to 40 MPa at 308.2 K and from 9.1 to
37 MPa at 313.2 K), while the data having higher fitting errors (=>0.01 for
filled symbols) show larger deviations from the correlation. Higashi et al.
[36] pointed out that this correlation provides a good representation of
their experimental values for D12 of naphthalene in CO2 . Figure 8 com-
pares literature data with the correlation. The deviations of most literature
data are larger than the present data. The data of Sassiat et al. [10] and
Umezawa and Nagashima [23] at lower pressures are roughly consistent
with those from the correlation.

5. CONCLUSIONS

Binary diffusion coefficients of acetone in carbon dioxide were
measured at 308.2 and 313.2 K in the pressure range from 7.9 to 40 MPa
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File: 840J 065216 . By:XX . Date:10:04:00 . Time:08:46 LOP8M. V8.B. Page 01:01
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Fig. 7. Plot for the Schmidt number
correlation for the D12 values measured at
308.2 K and at 313.2 K: (m) =<0.01 and
(M) =>0.01 at 308.2 K; (q) =<0.01 and
(Q) =>0.01 at 313.2 K.

by the Taylor dispersion method. The FTD method was more accurate
than the moment method to obtain binary diffusion coefficients from the
response curves. At pressures lower than 8.3 MPa at 308.2 K and 9.1 MPa
at 313.2 K, corresponding to CO2 densities of 572 kg } m&3 at 308.2 K and
510 kg } m&3 at 313.2 K, the accuracy in the D12 values decrease sharply
with decreasing pressure. This observation can be supported by examining
(peak area)_ua, cal , values of S10 , the fitting error, and ua, cal �ua, exp with

Fig. 8. Comparison of literature data
with values predicted by the Schmidt num-
ber correlation.
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pressure. The D12 values having low fitting errors (=<0.01, corresponding
to pressures higher than 8.3 MPa at 308.2 K or 9.1 MPa at 313.2 K) were
well represented by the Schmidt number correlation.
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NOMENCLATURE

c Tracer concentration
C Average concentration defined by Eq. (5)
Ca Average concentration defined by Eq. (6)
C (2) Second-order central moment of C
C (2)

a Second-order central moment of Ca

D12 Binary diffusion coefficient
De Dean number
M Molecular weight
m Injected amount of tracer
P Pressure
R Tube radius
r Radial distance
Sc Schmidt number
t Time
ua Average velocity
v Molar volume
v0 Hard-sphere closest-packed volume
z Axial distance
= Error defined by Eq. (11)
\ Density
_ Hard-sphere diameter

Subscripts

cal Calculation
exp Experimental
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vw Van der Waals
1 Solute
2 Solvent
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